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Abstract

Amid rising concerns of reproducibility and generalizability in predictive modeling, we explore the pos-
sibility and potential benefits of introducing pre-registration to the field. Despite notable advancements
in predictive modeling, spanning core machine learning tasks to various scientific applications, challenges
such as overlooked contextual factors, data-dependent decision-making, and unintentional re-use of test
data have raised questions about the integrity of results. To address these issues, we propose adapting
pre-registration practices from explanatory modeling to predictive modeling. We discuss current best
practices in predictive modeling and their limitations, introduce a lightweight pre-registration template,
and present a qualitative study with machine learning researchers to gain insight into the effectiveness
of pre-registration in preventing biased estimates and promoting more reliable research outcomes. We
conclude by exploring the scope of problems that pre-registration can address in predictive modeling and
acknowledging its limitations within this context.

1 Introduction

Several scientific communities are currently facing a replication crisis, wherein it has proven difficult or
impossible for researchers to independently verify the results of previously published studies. Failures to
replicate large swaths of experimental work (Camerer et al.| |2018; |Nosek et al.l 2015; Begley and Ellis, |2012;
have come in fields like psychology or medicine, that focus on what Hofman et al| (2021) call
explanatory modeling, where the goal is to identify and estimate causal effects (e.g., is there an effect of X
on Y, and if so, how large is it?). While there are many different factors that can contribute to unreliable
findings in explanatory modeling, the combination of small-scale experiments involving noisy measurements
and the (mis)use of null hypothesis significance testing (NHST) has received a great deal of attention in
recent years. Under these conditions, researchers can mistake idiosyncratic patterns in noise for true effects,
resulting in unreliable findings that do not replicate upon further investigation (Button et al., 2013; Loken|
[and Gelman) [2017; |[Meehl, [1990; |[Simmons et al., [2011). More generally, some forms of data-dependent
decision making (e.g., about how to define research questions or hypotheses, how to filter or transform data,
how to model data, what tests to run, etc.) can lead to similar problems regardless of the specifics of the
methods (Gelman and Loken, 2013).

What about other fields, such as machine learning and data science, that focus less on explanation and
more on predictive modeling, defined in [Hofman et al. (2021)) as directly forecasting outcomes (e.g., how well
can an outcome Y be predicted using all available features X?) without necessarily focusing on isolating
individual causal effects? Predictive modeling is typically done by testing (out-of-sample) predictions on
large-scale datasets, and hence—unlike explanatory modeling—involves neither small experiments nor misuse
of significance testing. With advances in the fields of statistics and machine learning (ML) we have seen
remarkable performance gains in predictive modeling over the last decade, for both traditional ML tasks
and for scientific applications. The same methods that have been shown to achieve at or above human-level
performance on tasks like playing chess, classifying images, or understanding natural language
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2021; Willingham| [2023; |Bubeck et al., |2023; |Arcas and Norvig, [2023) have also been used for scientific
inquiry and discovery in fields ranging from quantitative social science to biology to physics (Salganik et al.
2020; |Libbrecht and Noble, 2015} |Carleo et al.,|2019)). Given this rapid progress, it may seem that predictive
modeling—whether deployed for routine ML tasks or for scientific applications—is immune to the replication
issues that have plagued explanatory modeling.

Here, we caution against this conclusion. In fact, at the same time that predictive modeling has seen
great progress, there have also been growing concerns about the replicability (Kapoor and Narayanan, [2021}
McDermott et al.l |2021} [Pineau et al.| 2021)) of both core and applied ML research. These concerns include
oversights in documenting “contextual factors” (e.g., random seeds, computational budgets, or hyperparam-
eters) that, if altered, can contribute sizable variance to results; data-dependent decisions about key aspects
of a modeling problem that can make it seem artificially easy; and (unintentional) re-use of test data that
generate overly optimistic results. Thus, while predictive modeling may not suffer from issues like small
datasets and abuse of hypothesis testing that affect explanatory modeling, there are still many “researcher
degrees of freedom” that can affect how problems are operationalized and how models are developed and
tested, resulting in replication issues (Hullman et al.| [2022)).

In the spirit of integrative modeling (Hofman et al. 2021), we propose adapting the practice of pre-
registration from the explanatory modeling community (Wagenmakers et al. 2012} Nosek et al.l 2018} [Sim-
mons et al.} [2021)) in an attempt to mitigate replication and generalization issues in predictive modeling. We
first discuss the status quo for best practices in predictive modeling, and then several ways in which these
best practices can lead to brittle published results. We then review how pre-registration has been used for
explanatory modeling, and provide a lightweight template for scientists to use when pre-registering predic-
tive studies. We next present a qualitative study with in-depth interviews of practicing machine learning
researchers who used the template for an example prediction exercise. Study participants noted important
strengths of pre-registration for predictive modeling research, and multiple participants might have produced
biased estimates of out-of-sample performance had they not adhered to the protocol. Finally, we discuss
which existing problems pre-registration can address if used correctly, and which problems it may help with
but where there are fewer guarantees based on the nature of the problem.

2 The status quo

The last several decades have seen an explosion in predictive modeling owing to advances in fields like
statistics and machine learning. Because explaining how a model makes predictions is not usually a primary
goal in predictive modeling, as techniques have advanced so too has the complexity of models considered
and the size of the datasets required to fit them. These days it is not uncommon to see models with millions
or billions of parameters, and datasets with a similar number of observations.

When dealing with such complex models, it is well known that one can encounter the problem of over-
fitting, where a model erroneously picks up on noise (at the expense of signal) in the set of examples it is
fit to. This is similar in spirit to the problems faced in social sciences when researchers manually test many
different hypotheses on a relatively small experimental dataset, but on a larger, algorithmic scale. In both
settings, considering enough different explanations for a given dataset can lead researchers to find a model
or hypothesis that appears to explain these observations, but that fails to generalize to new cases.

The field of machine learning has developed best practices aimed at avoiding this sort of overfitting. The
core idea is relatively simple: instead of judging a model by how well it fits the examples it was trained
on, examine its performance on a new, independent set of examples drawn from the same data-generating
process. This out-of-sample testing focuses the modeling process on generalizing to new data, and is now
considered standard in fields that employ predictive models.

This procedure, often implemented through a process known as cross-validation, is summarized by the
blue boxes in Figure[l] First one considers a set of candidate models (e.g., in the case of fitting a polynomial
in one variable, one candidate would be a linear model, another a quadratic model, and so on) and fits each
model to the data instances in the training set (determining in this case the best-fit coefficients for the linear
model, the quadratic model, etc.). Then the quality of each fitted model is assessed on a wvalidation set
consisting of a new set of examples that are separate from the data the models were fit to. The candidate
with the best performance on the validation data is chosen as the final model, and its performance is assessed



Pre-register (A) Train Validate Pre-register (B) Test

Declare problem Fit candidate models Select model with best Declare details of Evaluate finalized
definition to training data performance on finalized model and model on (new) test
validation data evaluation criteria data

Figure 1: A diagram showing the suggested flow for incorporating pre-registration into predictive modeling.
The blue boxes show the current flow without pre-registration of a train/validate/test split. The orange
boxes show the suggested addition of a two-step pre-registration process, with the first step prior to training
and the second step prior to testing.

on the test set, a third set of examples that are again separate from the data used in the previous two steps.
The reason for the test set is that while one is free to iterate between the training and validation steps to
develop and refine the set of models considered in these stages, this process could lead one to overfit to the
validation data if enough iterations are done. The test set, however, is meant to be used once and only once,
to provide an honest assessment of how well the chosen model will perform on data it (and the modeler)
have never seen before.

Ideally, the researcher has access to a continuous stream of new data for each of the training, validation,
and testing steps. However, in practice, researchers often have one static dataset and synthetically create
different splits of it, for instance by shuffling the data and partitioning it into separate train, validation, and
test datasets. In cases where there is consensus on the details of a particular prediction problem, the common
task framework can be used to improve upon researchers creating their own train/test splits Bennett et al.|
(2007); Russakovsky et al.| (2015); [Donoho| (2017)). In this paradigm, an organizer posts a public dataset for
training and validation, and participating teams or individuals work independently on solving the problem
with it. When teams arrive at a solution, they can submit predictions for test examples, but the ground truth
outcomes for the test set are kept secret from participants to measure generalization error while preventing
overfitting.

3 Problems

In theory, evaluating a predictive model with the train/validate/test paradigm should provide a reliable
estimate of how well it will generalize to new data. However, in practice, studies that report using this
approach can produce misleading results for a variety of reasons, some relatively straightforward and some
more complex.

One of the simplest reasons for unreliable results is the (often unintentional) failure to adequately separate
the training and validation sets from the test set, known as “leakage”. Sometimes this is as simple as
mistakenly including the test examples in the training process (Wang 2019} [Oner et all [2020). Other times
there are more subtle forms of “leakage”. One potentially common form is due to continuing to optimize a
model after having evaluated it on the test set (e.g., by adjusting hyperparameters or changing evaluation
metrics after accessing the test set), known as “over-hyping” (Hosseini et al.| 2020). While multiple accesses
to the test set clearly violate the underlying principle of out-of-sample testing, in practice it may be common
for practitioners to accidentally make this mistake in the same way that “HARK-ing”, or hypothesizing after
results are known, is common in explanatory modeling [1998). Less obvious sources of leakage can
occur due to pre-processing or feature selection applied to both training and test data, use of illegitimate
features that leak information about the outcome variable, lack of independence between training and test




data, and use of future data in time series modeling, among others (Kapoor and Narayanan, [2022)).

Performance estimates may also be brittle due to contextual factors (such as computational budgets,
random seeds, and particular algorithm implementations) that go unreported despite potentially having
large impacts on model generalization (Dodge et all 2019). Similarly, the reported benefits of new models
may be inflated because researchers may invest more attention to tuning their proposed approach and less
to baselines against which they compare.

The above issues are further complicated by the fact that the train/validate/test paradigm is designed
to estimate out-of-sample but in-distribution performance, assuming independent and identically distributed
(I.L.D.) examples. But even in cases where the train/validate/test paradigm is correctly applied without any
forms of leakage, with all contextual factors reported, and for a problem with IID examples, there is a broader
concern about potential differences in how a problem is framed and how it is operationalized, akin to issues
of construct validity in the social sciences (Cronbach and Meehl, [1955]). This can be especially problematic
in cases where there are many degrees of freedom in how a high-level research question is translated into a
specific predictive modeling exercise.

To make this concrete, consider the many choices that define a learning problem and modeling pipeline.
These include what outcome to predict; how to define training, validation, and test data; how success
is measured and reported via specific metrics; how data are filtered and transformed; details of model
training (e.g., random seeds, hyperparameters, etc.); and what baseline models or methods are compared
to. Whenever these decisions are not determined in advance of viewing performance estimates, there is a
risk that researchers will make these choices in ways that improve their ability to obtain satisfying results
in light of their research goals.

For instance, imagine a researcher interested in the extent to which depression in teens can be predicted
from available data on teens’ attitudes or behaviors (Orben and Przybylskil |2019)). They obtain the results
of a large survey of high schoolers (Miech et al., |2000) containing items that might be associated with
depression, such as Likert-style ratings of how generally happy versus hopeless the student feels on a daily
basis. As they begin training the model, they face choices of: which dependent variable to use, how to treat
the problem (e.g., classification versus regression), how to transform the outcome variable (e.g., to construct
a binary outcome variable from a Likert-style rating), how to select and transform features, how to deal with
missing data, which metric they will report to evaluate test set performance (e.g., R?, root mean squared
error, mean absolute error), and how to define any baseline algorithms they will compare their results to.

Imagine for example that the researcher wishes to demonstrate that depression can be predicted in these
data. By exploring possible dependent variables (i.e., survey items that might be interpreted as depression
scales) and subsets of the data (e.g., by grade level), they identify a combination that appears to maximize
their preferred metric. Or, perhaps they expect depression to be related to drug use, based on previous
findings from smaller studies in the literature, and want to demonstrate this on new data. They might be
predisposed to choose both the outcome variable and the metric they report conditional on what pair shows
the largest difference between the performance of a model that includes versus does not include the drug-
related survey items as predictors. Whenever the goals of the work are to support a pre-determined hypothesis
(e.g., “It is possible to predict event Y from dataset X”, “Training technique Z improves performance on
benchmark B”, etc.) there may be a temptation to do the predictive equivalent of “p-hacking”, in that
one tends to report outcomes that look good without thinking critically about whether or not they answer
the substantive question at hand. Importantly, even when such exploration is conducted only during model
training and validation, the results are at risk of being overly optimistic as a result of the learning problem
having been cherry-picked to maximize performance.

After the researcher has trained the model and proceeds to calculate test set performance, it is critical
that they do not return to the training and validation phase or otherwise continue to manipulate the model.
Imagine that upon applying their model to the test data, the researcher predicting depression observes a
lower-than-expected accuracy in light of the validation accuracy. They might consider ways in which their
model overfit the training data. In an effort to address the overfitting, they might try various modifications,
such as adding a regularizing term to the loss function and retraining. The (presumably higher) test accuracy
they obtain after this adjustment is no longer an unbiased estimate of out-of-sample performance.

Such concerns about the flexibility afforded by different modeling choices are far from hypothetical. Take,
for example, Hofman et al.| (2017, which looks at the problem of predicting the size of diffusion cascades on
social media (i.e., how many re-posts a post will get) based on properties of the seed (i.e., the person who



created the original post). In this case, even with the dataset and model specification held fixed, exercising
just a few degrees of freedom (specifically, treating the problem as classification versus regression, filtering or
thresholding data, and choosing different performance metrics) is shown to change the qualitative nature of
the results. For instance, if one operationalizes this exercise as a classification problem by building a model
to predict whether a post will receive at least 10 re-posts, one can obtain impressive-sounding accuracies
close to 100%. If, however, one treats this as a regression exercise to predict how many re-posts a given post
gets without any data filtering, the R? hovers around a relatively modest 35%. The reason for the difference
comes from the fact that only a small fraction of posts exceed the threshold of 10 re-posts, and predicting
which posts do—and how far they spread—is quite challenging. Given the stark difference in these numbers
and pressure to report positive, strong results, a researcher who tries both approaches, even if only during
the training and validation phase, might, upon seeing the results, publish the classification model as a success
and discard the regression model as a failure.

Taken together, these issues emphasize two key points. First, the importance of carefully executing and
documenting the details of the train/validate/test process, along with an awareness of its limitations. And
second, the need for thoughtful consideration about how the prediction problem one solves relates to the
higher-level goals and motivation of the modeling exercise.

4 A pre-registration protocol for predictive modeling

The solution we propose is to adapt the procedure of pre-registration to predictive modeling. Pre-registration
amounts to declaring an analysis plan before conducting it (Wagenmakers et al. 2012} Nosek et al., [2018;
Simmons et al.l [2021). In experimental science, platforms like OSFE| and AsPredictedﬂ provide forms that
ask the researcher to specify aspects of their research design and analysis, such as hypotheses, sampling
plans, data exclusions, outcome measures, statistical models, and key inferential criteria. Upon submission
of a plan, both platforms generate a time-stamped document which the author can choose to make public
immediately (either anonymously or not) or keep private until they are ready to release it.

Pre-registration has seen widespread adoption in fields like experimental psychology, medicine, and eco-
nomics over the last decade. In this setting, it has several benefits. First and most directly, pre-registration
allows the reader of a scientific study to see what parts of an analysis were planned in advance versus decided
upon later. While this does not necessarily eliminate the type of data-dependent decision making that can
lead to unreliable results, it indirectly discourages the practice. Second, the ability to compare the contents
of a paper to its corresponding pre-registration also provides readers with a means of learning about possible
null results that might otherwise not be reported due to publication biases. Third, while not guaranteed
by the process, it has the ancillary benefit of encouraging analysts to think carefully about analyses before
committing to them. Anecdotally, many authors report that they see pre-registration as having intrinsic
value for increasing the intentionality of their research process, independent of its other uses.

We believe that pre-registration is a promising approach for predictive modeling, where issues like data-
dependent decision making and test set leakage can render performance estimates invalid, but that it requires
some specific modifications to address the concerns listed above. To this end, we have developed a two-phase
pre-registration protocol for predictive modeling, shown in Table [T}

The first phase (A) is designed to be completed before any model training or validation is done, with the
purpose of capturing details of the researcher’s goals for the modeling exercise, the high-level problem defi-
nition, and how it will be operationalized. This includes a statement of the primary research question, along
with declaring the dependent and independent variables, how the training and test sets will be constructed,
whether any filtering or transformations are planned, what metrics will be used, and what baselines the model
will be compared to. To be clear, researchers will almost always have to conduct some exploratory analysis
prior to phase (A)—for example, to familiarize themselves with the structure of the data, the presence of
missing or incorrectly coded values, or the ranges of individual features. However, we draw a distinction
between exploration of the properties of the data set itself and analysis that involves modeling relations
between features and outcomes (e.g. by computing correlations). Whereas questions about the former can
be answered prior to phase (A), questions about the latter should be answered only after phase (A) has
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Pre-registration (A): Problem definition

A.1 Research

What problem are you studying?

Predicting who will survive the Titanic

question disaster.

A.2 Dependent | What is the main outcome of interest | Binary label (survived or deceased) in
variable and how is it measured? ground truth data.

A.3 Indepen- What features will you use to predict I’ll use all the features available in my

dent variable

this outcome?

dataset (11 features).

I will perform feature engineering using
recursive feature elimination
(feature_selection.RFE in scikit.learn).

A.4 Training
data

How was the training data
constructed?

Historical information about passengers on
the ship.

I will split this data to reserve a validate set
equal in size to the test set.

A.5 Test data

How will the test dataset be
constructed? Will new data be
collected, or will the test set be
synthetically constructed?

Randomly set aside 20% of observations for
test set.

A.6 Data Will you filter or transform the data I’ll remove the cases with missing values in
transformations | from its raw form in any way? any of the variables.
A.7 Metrics How will you measure the success of Precision in the top 100 most highly

your model in predicting the outcome?
If you are using a measure such as
accuracy that requires thresholding of
a continuous prediction, please specify
the threshold(s) you will use.

predicted cases (classification,
unthresholded) OR AUC (classification),
precision w/ threshold of 50%
(classification).

A.8 Baselines

Will you compare your method to
other baselines? If so, which ones?

Logistic regression with the same features

A.9 Anything
else

Is there anything else you would like
to pre-register before training and
validation?

No

Pre-registration (B): Model details

B.1 Prediction

What prediction method(s) are you

Random forest classifier.

method using?
B.2 Model How did you train the model(s) you're | Seed = 42, 100 trees, ... (e.g., what are
training using? Please specify details such as params for Sklearn’s

cross-validation, resulting random
seeds used, resulting hyperparameters,
computational budget, etc.

RandomPForestClassifier).
10-fold cross-validation (k=10).

B.3 Accessed
test data

Have you in any way previously
accessed the test data?

No

B.4 Anything
else

Are there any secondary or
exploratory analyses you'd like to
pre-register?

Look at accuracy broken down by
gender /class/etc.
Investigate importance weights of features.

B.5 Plan
adjustments

Are there any changes in your process
as compared to your previous answers
that you’d like to report?

I dropped two additional features (sex, age).

Table 1: Questions for each of the two pre-registration phases, with example answers for the problem of
predicting survivors of the Titanic (rightmost column). Phase (A), completed prior to any model training or
validation, focuses on defining the problem, including the relevant variables and evaluation criteria. Phase
(B), completed prior to model testing, captures details of the finalized model.
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been completed. The reason for having the researcher answer model-related questions prior to training is to
discourage adjustment of the problem definition based on the results of the modeling exercise. Although,
as described below, we allow researchers to update their answers to these questions after the training and
validation phases, the hope is that encouraging researchers to be explicit about the high-level goals of a
modeling exercise upfront—before seeing any modeling results—will reduce the gap between how a problem
is framed versus operationalized.

After completing phase (A) of the pre-registration, the researcher conducts the usual training and vali-
dation steps from the traditional predictive modeling flow. This can include a simple train/validation split
or K-fold cross-validation for model selection or hyperparameter tuning, and is often an iterative process.
When this process is complete and the model details are finalized, the researcher completes phase (B) of the
pre-registration form before testing the model. This helps to cleanly separate model building from model
evaluation and should reduce the prevalence of issues like algorithmic leakage and overfitting by multiple
accesses of the test set. Phase (B) includes declaring the specific prediction method to be used, including
how the model was trained, any random seeds or hyperparameters used, and whether the test set has been
accessed in any way. This also allows the researcher to report any changes in responses to phase (A) of the
pre-registration, with the understanding that the process of training and validation of a model often surfaces
insights that lead to changes such as the addition or removal of features, or perhaps data filtering. The
objective of including this item in phase (B) is to avoid overly constraining researchers by allowing adjust-
ments to the declarations in phase (A) if need be, but at the same time requiring that those adjustments
are explicitly stated so that readers and reviewers can evaluate their potential impact accordingly. Finally,
following the format in the widely-used AsPredicted form for experimental workEl, researchers can declare
specific secondary or auxiliary analyses they have planned.

Building upon our outlined two-phase pre-registration protocol for predictive modeling, we pursued an
initial investigation into how the protocol is interpreted and applied by practitioners.

5 Observing the Protocol in Use

As an initial investigation of the usability of the protocol, we conducted a qualitative Studyﬁ with six PhD
students doing research in ML, whose expertise spanned general AI/ML (3), natural language processing (1),
computer vision (1), and deep learning and nanophotonics (1). In these one-on-one sessions, we introduced
participants to the protocol and then observed as they applied it to predict depression in teens according to
a learning problem and dataset we provided. The purpose of these sessions was to put ML researchers in a
situation where they had a real learning problem to solve, so as to better understand how natural (or not)
they found it to apply the protocol, and whether it impacted their modeling choices. We concluded each
session with a semi-structured interview to assess perceived benefits and challenges.

After summarizing the procedure below, we report on how participants used the protocol, including where
they encountered challenges and where they perceived benefits. While participants noted some challenges to
widespread adoption of the protocol, all but one participant saw clear value in the procedure for improving
the validity of ML-related research. Several participants commented on how the protocol aligned well with
the general emphasis on obtaining valid test estimates in ML research. Moreover, we observed several direct
instances where participants might have produced biased estimates of out-of-sample performance had they
not adhered to the protocol, and in general observed that the “forced reflection” induced by pre-registration
created opportunities for researchers to ground their modeling choices based on the research problem under
consideration.

5.1 Methods

Participants. We recruited participants through the Northwestern Computer Science department’s Ph.D.
student listserv, requiring that participants had experience doing predictive modeling on a regular basis and
were familiar with predictive modeling in Python. Participants were scheduled for 90-minute Zoom sessions
conducted by two of the authors, for which they later received a $90 Visa gift card as compensation.

Shttp://aspredicted.org
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Learning problem. Participants were tasked with the problem of using responses from 2016 Monitoring
the Future survey of 12th graders to predict depression in teens. We provided participants with a subsampled
version of the 2016 data adapted from that used by (Orben and Przybylskil, [2019)), which contained values of
12 potential outcome variables representing attitudes elicited via Likert-style items (e.g., “Life often seems
meaningless.”; “I feel I am a person of worth, on an equal plane with others.”), and 24 potential predictor
variables summarizing behaviors elicited via Likert-style items (e.g., “How much TV do you estimate you
watch on an average WEEKDAY?”; “How often do you get at least seven hours of sleep?”). Participants
were told they would train a model and evaluate performance metrics on a held-out test set.

Procedure. Prior to the session, we provided the participants with a description of the learning problem
and all variables, as well as a version of the training dataset where the outcome variable columns had been
shuffled. We provided shuffled training data so that participants, who we presumed were not familiar with
the nature of the dataset, could examine the distributions of predictors and distributions of outcomes, but
not their correlation prior to the session. Our goals were to encourage them to become familiar with the data
prior to modeling while preventing the problem of simply finding a few highly correlated variables. Most
participants (four) came to the session with some familiarity with the data variables and an idea of the type
of model they would attempt.

Each session started with the participant verbally consenting, followed by a brief description of the goals
of pre-registration. We introduced the protocol, including example answers to each question for the problem
of predicting survivors of the Titanic disaster. We informed participants that the protocol sections needed
to be completed before they began training or testing their ML models, respectively, and that they could not
later go back and change their responses. We next provided participants with a Google Colab notebook with
designated cells for phases of the session (see Appendix, including visualization plotting code to facilitate
initial exploratory analysis of individual variables in Appendix [C] The remainder of the session, along with
the allocated time per phase, can be seen in Figure

2. Pre-register (A) 3. Train and Validate 6. Closing Interview
09 e
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Figure 2: After a brief introduction, each session was divided into six phases with pre-defined time frames.

We kept participants informed of their remaining time per phase, and that they should expect to satisfice
compared to their usual practice due to the limited time. We moved them to the next phase when time ran
out. All six participants were able to finish training a model in the time allotted, though several participants
skipped validation. Because our goal was to observe and collect feedback on the protocol, we emphasized
that the performance they achieved was not crucial to our evaluation. We encouraged participants to share
any questions they had and to verbalize their thought process as they worked, emphasizing that “There are
no right or wrong answers, so share all thoughts and concerns.”

Interview questions. The concluding 20-25 minutes of each interview asked them to think about other
recent projects they have done and imagine if they had been required to use the protocol. We then posed
a few questions intended to get at their usual process for concluding training and validation, and how they
tended to react to lower-than-expected test accuracy.

Specifically, we asked:

1. Imagine you had more time and could edit your model or training process more during the train-
ing/validation phase. When would you stop editing and go forward to the test phase?

2. Now, imagine you see the test accuracy, and it is lower than you expected based on validation accuracy.
What would you do next?

3. To what extent do you think data scientists like yourself would be interested in this pre-registration
protocol?

4. What do you see as the biggest obstructions to data scientists adopting this protocol?



While the 90-minute limit for the study constrained the amount of time participants had to learn about
the data and develop a predictive model, the synchronous interview format gave us the ability to collect
detailed, real-time feedback on participants’ experience while they used the protocol, which would have
been difficult to achieve through other means (e.g., assigning it to students as homework, or running an
asynchronous online study).

5.2 Results

In reporting results, we summarize how participants approached the learning problem with a focus on how
the protocol appeared to affect their actions in each phase of the study. We discuss the likely effects of the
protocol based on participants’ stated plans after they observed low test accuracy, and synthesize themes in
their perceptions of the benefits and challenges of widespread adoption of the protocol.

5.2.1 Exploratory data analysis

All participants used the provided visualization code to assess distributions for missingness and explore the
data to inform feature selection. At the beginning of the EDA phase, we encouraged participants to select a
single dependent variable to simplify the problem under the time constraints. All participants observed that
most of the potential dependent variables had a high proportion of missing values. Out of six participants,
two selected the variable with considerably fewer missing observations (Taking all things together, how
would you say things are these days—would you say you’re very happy, pretty happy, or not too happy
these days?) while four chose other dependent variables. P4, P5, and P6 debated whether to binarize
the problem to balance the classification or to predict individual classes; ultimately, all but one participant
committed to treating the problem as classification rather than regression. Given that we had to remind
multiple participants to commit to their approach prior to proceeding to model training, it seems likely
that without pre-specification, several would have tried both classification and regression and used training
performance to decide. More details can be found in Appendix D] which highlights the variety of different
ways that participants went about the modeling exercise.

5.2.2 Phase A: Before training

While most participants seemed to find it easy to fill out the first protocol, a few had trouble making decisions
and/or overlooked that their answers were meant to specify an exact plan rather than a gesture toward options
they would try. The research question (A.1) and test set (A.5) were provided. The training data (A.4) was
also pre-defined: while we reminded all participants as they filled out the form that they would need to
declare further separation of training data if they wanted a separate validation set, all participants but two
used k-fold cross validation, which does not require an additional split, and one participant did not validate
at all. This left questions about independent (A.3) and dependent variables (A.2), data transformations
(A.6), and metrics (A.7).

When it came to specifying the dependent variable (A.2), P3 was unsure whether to treat the problem
as a classification or regression task and wanted to pre-register both options, though ultimately opted for
classification out of simplicity. Had P3 decided to pre-register both options, it would be important that they
specify how they planned to report the results, e.g., reporting both models or selecting which to prioritize
using some a predetermined decision rule.

Additionally, several participants needed to be reminded to commit to their data variable choices (A.2,
A.3) and/or data transformation choices (A.6) prior to proceeding to the training phase. P5 expressed
interest in using automatic feature selection processes to filter and engineer features, while P4 thought
of using principal component analysis (PCA) for feature selection but without detailing the algorithmic
specifics. P2, P4, and P5 struggled in specifying an imputation strategy. For instance, P2 considered pre-
registering both the mean and mode. The act of filling out the protocol led such participants to reflect on
their intentions in ways that they seem unlikely to have done otherwise.

In specifying performance metrics (A.7), all participants noted intentions to use standard classification
or regression metrics (e.g., precision, recall, F1). However, some overlooked the need to specify whether they
intended to report metrics at the level of classes (when the outcome had more than two classes) or over



classes (e.g., weighted average). Additionally, one participant who opted to binarize a Likert-style question
to create the outcome needed to be reminded to specify how exactly they would perform the dichotomization.

We omitted pre-specification of Baselines (A.8) from Phase A in the study for the purposes of these
interviews, as we did not presume they had exposure to any existing literature on this problem or knowledge
of state-of-the-art methods for it.

5.2.3 Model training and selection

Because the protocol does not require committing to a particular model class, participants were free to
specify whatever type of model they wished. Due to the limited time however, most participants did not
explore more than one type of model, instead opting for what they deemed most promising given the learning
problem and their knowledge of the data. Most participants used a form of model ensembling. While many
participants used k-fold cross-validation to mitigate overfitting, there was some variation, with P skipping
validation entirely.

A few participants realized they had overlooked complications in filling out Phase A once they reached
the modeling phase. For example, P2 was thinking of normalizing all features to a single scale of 1-5 to have
the same range of values, but they did not commit to a strategy early on. During training, they decided
to normalize the selected features to a 0 to 1 range. Another example is P4, who realized that classes were
imbalanced when looking at the confusion matrix; when they sampled with weights, the validation accuracy
decreased. Upon seeing these results, they concluded that binarizing the outcome variable would have made
the imbalance easier to address. Similarly, P4 was uncertain about which strategy to adopt for transforming
features. They began by considering simple imputations, such as taking the mean, but then considered
more complex processes, like handling data based on their explanatory power (e.g., dropping a variable if it
contributes less than 1% of the variance to the dataset). Though they had pre-registered using the mean,
they later decided that using the mode was a better approach but stuck to their initial plan due to the
protocol.

5.2.4 Phase B: After validation, before testing

Completing Phase B of the protocol was quicker and more straightforward than Phase A for most partici-
pants. All participants described their prediction method without trouble (B.1). In describing model details
(B.2), participants mostly felt it was clear what they should report, although our use of the Google Colab
environment reduced the thought they had to put into specifying the computational budget. When P5 got
to Phase B, they realized they had overlooked setting a random seed, and wanted to go back, change it, and
then register this modification. However, there was no need to specify anything differently, as they could
simply go back to model training and return to Phase B after retraining with a seed. P6 used the ‘Plan
adjustments’ field (B.5) to report on their use of the ‘micro’ average function parameter because they did
not remember to specify the specific method in Phase A.

Because participants were only given access to the test data when they reached the test phase of the
session, all could describe the test data as previously unaccessed (B.3), though as we later describe, some
participants commented in the interview that this might sometimes be a difficult question to answer in
practice.

Recall that Phase B also allowed participants to pre-register any secondary analyses (B.4) before accessing
the test set, as is included in conventional (non-ML) pre-registration. Two participants expressed an interest
in describing secondary analyses. P5 added the requirement of checking feature importance after testing with
the idea that doing so would inform their next steps. P4 mentioned that time allowing, they would use B.4
to pre-register an analysis of how their outcome variable correlates with other potential dependent variables
and whether the same input features are as useful there by looking into weights in the SVM classifier.

5.2.5 Interview results: Strategies regarding test set access

When asked when they expected they would have felt comfortable progressing to the test phase had there
not been time constraints (Section Q1), multiple participants described how they would ideally have
explored multiple models, and progressed when strategies like hyperparameter tuning no longer improved
pre-test accuracy.
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When asked how they would proceed if the test results were lower than expected based on pre-test
estimates (Section Q2), most participants described strategies aimed at identifying reasons for the poor
performance, most commonly by comparing the test and train distributions to check if the test sample was
deviant. However, we observed a split when it came to how willing participants were to re-access test data
in attempting to reconcile poor test performance: half of the participants made clear they would respect the
pre-registered plan and not report performance statistics based on repeated test set use, while the other half
described procedures that if not fully reported, might compromise the validity of the test estimates.

Of those who were hesitant to re-access test data, P3 reflected on possibly adjusting the training set to fix
the class imbalance, but they expressed that the goal should be to investigate underlying issues in the data
rather than altering the model and trying again. Similarly, while P5 expressed interest in evaluating feature
importance for better predictive power, like P3, they seemed to recognize the importance of staying truthful
to the initial hypothesis if the estimates were to be valid. P4 was the most adamant in acknowledging the
threats of deviating from the pre-registered plan and described how negative results should be taken as a
learning opportunity, not a push to attempt further model optimization.

The other three participants described strategies that involved re-accessing test data. Such steps would
need to be explicitly reported as data exploration in communicating the results of research; if not reported,
they would jeopardize the reproducibility of the reported test metrics. P1 described how they might try
reducing the model size, in terms of the number of neurons, in addition to checking the data distribution.
If the model continued to fail after such checks would they attempt to acquire new data. P2 described how
they would try varying the hyperparameter settings in cross-validation, and if this failed to improve test
performance, systematically test the effects of feature combinations on performance, followed by rethinking
their pre-processing steps. P6 stressed the importance of cross-validation scores but also the value of
examining the test data accuracy to understand if changes to the process helped. They said that they
would first search for related work to select score thresholds based on SOTA performance benchmarks to
provide a baseline for how much improvement was still reasonable. Both P71 and P6 believed it should be
possible to continue updating and iterating on their pre-registration, which we explained would contradict
the goals of pre-registering. Hence, despite using the protocol, these three participants seemed to overlook
the importance of only accessing the test data once. The fact that two of these three participants did
express some benefits of pre-registration (described below) suggests that helping some researchers to grasp
the reasoning behind pre-registering may require more training than we provided in the restricted time of
our sessions.

5.2.6 Interview results: Attitudes on adopting pre-registration

Perceived benefits. When asked to reflect on the potential benefits or challenges they expected if the
pre-registration protocol were widely adopted, all but one of the participants described benefits. Four
participants specifically mentioned the value of reducing the equivalent of “p-hacking” in machine learning,
including making decisions about outcome variables and metrics after seeing results (P2, P4, P5, P6). When
asked whether they believed the protocol would improve the validity of ML practice based on what they
perceived as an ML researcher, P4 replied that it absolutely would. A couple of participants alluded to the
value of the protocol as a contract that would encourage researchers to be honest (P3, P4). Several described
how pre-registering would result in more thoughtful and/or structured approaches to learning problems (P2,
P3, Pj) and greater transparency in research reporting (P4). P2 commented that the approach was well
aligned with the general philosophy in ML practice of having an initial idea, selecting baselines, and then
holding oneself to the constraint of a held-out set.

P2 mused about how the protocol might affect problems caused by a non-stationary data-generating
process, such as by encouraging deeper reflection on what aspects of a phenomenon are most predictable.
Ultimately, though, P2 concluded that while pre-registration might improve out-of-distribution performance,
it was difficult to know whether, on average, this would be a benefit.

Perceived drawbacks. All participants described at least one obstruction they saw to the widespread use of
pre-registration. The burden of time and energy required to adhere to the protocol was mentioned by several
participants (P1, P8). P1 was concerned that pre-registering would limit creativity in modeling; although,
as described above, PI comments suggested they would have deviated from the protocol by re-accessing test
data if the analysis continued, suggesting they did not fully grasp the concept of pre-registration. Both P1
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and P6 expressed the need for an update mechanism to adjust a pre-registration later in the process to allow
for flexibility, suggesting they had not fully internalized the motivation behind a time-stamped plan.

Other comments described specific ways in which pre-registering was perceived as at odds with typical
practice. P6 described how it can be hard to identify the best metric to represent model performance a
priori, suggesting that one could “develop the model with well-accepted metrics for the problem but then
later find a better metric that justifies how the model performs,” but did not provide any specific examples
of what they imagined. PJ5 felt that pre-registering a feature engineering process in Phase A was difficult
because their usual pipeline included a phase between initial perusing of the training data and model training
in which feature processing is the sole focus.

Relatedly, P6 and P4 commented on the influence of prior knowledge in the process of pre-registering. P6
believed that when the analyst possessed little prior knowledge about the dataset, they would be more likely
to make mistakes that might warrant deviating from their original plan. On the other hand, they noted, it
is difficult to account for the potential influence of prior exposure to test instances, e.g., from having used
the dataset for a different purpose or having been exposed to prior research that used it. In reflecting on the
protocol as it would have applied to their prior research, P4, who was quite enthusiastic about the value of
pre-registration, seemed concerned that they could not have applied the protocol to a previous analysis that
led to important insights about the behavior of transformer networks. However, P/’s concern was resolved
when they realized aloud that the prior work they had in mind was exploratory and thus not the target of
pre-registration.

Finally, several participants pointed to limitations in the ability of pre-registration to guarantee valid
results. PS5 commented on how a motivated researcher could pre-register then deviate without others nec-
essarily noticing that they had. P6 expressed several concerns about the ambiguity around whether a
researcher who pre-registered had actually stuck to the specification, noting, for example, that a researcher
could use different training or test data than they described and that especially when data is subject to
privacy protections, it is difficult to know exactly how data were split. P4, on the other hand, acknowledged
that it was the author’s responsibility to honor their pre-registration as it provided no strict guarantees
without intentional use.

Potential changes to the protocol. Several participants suggested revisions to the protocol. P8 recom-
mended moving the question about prediction method(s) (B.1) from Phase B to Phase A. However, Phase
A focuses on the definition of the learning problem. Unless the model class is an important aspect of the
problem definition (e.g., the research question concerns how a particular model class will perform), it is
unnecessary to pre-specify in order to obtain internally valid test estimates.

In response to improving the second form, P/ recommended noting any behaviors that emerge in the
validation data for following up on in the test data, as a means of specifying patterns that were originally
unexpected but could gain some validity if repeated in test data prior to it being accessed. This option
aligns well with the reasoning behind P2.4, “Are there any secondary or exploratory analyses you’d like to
pre-register?”

P6 was concerned about the potential for pre-registration to lead to information leakage and copying of
ideas, though this can be resolved in practice if users register the timestamped protocol online but control
when it becomes public, as is enabled by existing pre-registration servers. Related to their emphasis on
the risk of pre-registration being used as a signal of robust results without being properly adhered to, P6
proposed a more detailed verification process involving logging and timestamping of actions during data
preparation and model training to ensure that the data used aligns with what the author pre-registered.

6 Discussion

Our work suggests the potential for a lightweight, two-step pre-registration protocol to improve the reli-
ability of results reported in predictive modeling. The protocol we propose can be used similar to how
pre-registration is implemented on existing pre-registration servers used by social scientistsEl, where each
document is time-stamped prior to proceeding further in the research process. The completed forms there-
fore provide a record of the intended analysis that reviewers and others can compare against the completed

5See https://aspredicted.org, https://osf.io/registries.
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analysis the authors report to diagnose potential sources of data-dependent decisions. Our observations of
ML graduate students’ use of the protocol suggest that pre-registration could prevent overfitting due to
data-dependent decisions and reduce test set re-use, provided it is adhered to, and that ML researchers may
value the degree of intention it encourages. We saw indications that pre-registration induced more critical
thinking around the design choices participants made in addressing the research question at hand, and that
it drew attention to the many different ways that a given question can be operationalized as a modeling task.

Based on our observations in the study and more generally, we believe that pre-declaring important as-
pects of a predictive modeling pipeline is not common practice in predictive modeling, but should be whenever
the validity of performance estimates on held-out data is of interest. Impediments to pre-specification, in-
cluding most of the participants’ struggles in filling out the first part of the protocol, arise from the difficulty
in pre-determining the best way to translate a high-level learning problem into a concrete specification. It is
worth remembering that adopting pre-registration does not equate to eliminating all data-dependent decision-
making, and that having to deviate from a pre-registration does not mean it was a waste of time (Simmons
et al} |2021). For this reason, we intentionally built flexibility into the two-part protocol, where participants
can report any deviations from the plan in phase (A) prior to testing. Likewise, if there are deviations in
phase (B), this does not invalidate the work, but simply means that researchers should clearly state those
deviations when reporting their results so that readers can distinguish between planned versus executed
analyses and make informed decisions about the contribution of the work. This allows readers to distinguish
between confirmatory and exploratory work. It also needn’t be the case that the research process ends after
phase (B). Inevitably, work that aims to confirm some hypotheses may generate new ones, which can and
should be investigated with subsequent pre-registered studies.

The challenges of pre-specification are likely to be affected by the style of research contribution. When
researchers are attempting to advance SOTA on a standardized learning task, such as defined by a bench-
mark, degrees of freedom are likely to be reduced relative to when a researcher is studying, for example,
the predictability of some social phenomenon. Indeed, such standardization has been deemed a unique con-
tributor to success in empirical ML (Donohol |2023). Likewise, the benefits of pre-registration depend on
the scenario as well. In particular, we expect that the process outlined here will be most useful in cases
where it is difficult or impossible to obtain truly new, out-of-sample data, as these settings are vulnerable to
problems such as leakage and multiple test set accesses. In contrast, for settings where models are deployed
in production and new data are continually being collected (e.g., from one day to the next), it is likely that
overfitting to the test set will eventually be uncovered by practitioners.

Additionally, where degrees of freedom in translating from goals to implementation are unavoidable,
researchers may encounter fewer challenges in adopting pre-registration over time, as they acquire more
experience using it. Our own experiences adopting pre-registration for exploratory modeling suggest that 1)
getting in the habit naturally shifts one’s practice to prioritize advance pre-specification of critical components
of an analysis, and 2) with increasing familiarity one develops a better sense of what is useful to pre-specify,
and at what level of detail. For example, some participants wondered if they should pre-specify the model
class they intended to use, but this information is not necessary to ensure the validity of the performance
estimates. Similarly, struggles around how to determine feature engineering in advance might become easier
with experience, as the researcher learns when it is best to pre-specify a process versus the outcomes of that
process (e.g., specific variables).

There is likely to be value in greater integration of reform philosophies and empirical evidence around
reproducibility, replication, and generalizability, including pre-registration, in graduate curricula fields that
practice predictive modeling. As techniques from causal inference and social science are increasingly brought
to bear on predictive modeling problems, it becomes important to translate what is known about causes of
irreplicability and irreproducibility from social science to ML-based science (Hullman et al., [2022)), so that
those interested in integrative modeling (Hofman et al., 2021)) know what to expect. For example, evidence
of the consequences of tailoring an analysis specification to achieve desired results and undisclosed degrees
of freedom on the literature in fields provided through large-scale replication attempts (e.g., (Camerer et al.,
2018; [Nosek et al., [2015)) can prompt valuable reflection on similar threats in predictive modeling despite
ongoing discussion of how to best define and interpret replication failures (Buzbas et al.,[2023)). Anecdotally,
we have found in our own classes at Northwestern, Columbia, and Penn that students working with predictive
modeling are interested in being exposed to research on concerns with replicability from other fields, and
that such exposure can lead to promising new lines of research.
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Having made the case for the importance of pre-registration in predictive modeling, this leads to the
question of how best to implement pre-registration such that it is easily adopted by those doing research,
and accessible and verifiable by those consuming research. Again, there is likely much to learn from various
pre-registration frameworks that exist in the explanatory modeling community, such as the Open Science
Framework (OSF) and AsPredicted.org. At the same time, it may be the case that there are innovations
specific to the predictive modeling world that could offer alternative implementations. For instance, given
that it is common for predictive modeling projects to utilize version control while developing software to
build and test models, one could imagine that simply committing timestamped versions of the pre-registration
forms for phases (A) and (B) to a code repository could serve a very lightweight but effective procedure.
Similarly, given that there are several existing frameworks for reporting details of predictive models, one could
imagine automatically generating or linking Datasheets |Gebru et al.| (2021)) and/or Model Cards (Mitchell
et al.l |2019)) to pre-registrations for a given project.

6.1 Limitations of Pre-registration

It is important to recognize that pre-registration is not a panacea, and that just because a study incorporates
pre-registration this does not necessarily make it a rigorous or important study. Like many proposed reforms
to increase the validity of scientific estimates, pre-registration depends on proper application, including
buy-in by both authors and audiences. For pre-registration to serve its intended purpose of improving
replicability, authors must report all analyses from a pre-registration along with any deviations they make
from it. Pre-registration may not lead to obvious improvements if the authors who are likely to pre-register
are also a priori more likely to be intentional and transparent in their research, and that those who could
benefit the most will fail to take advantage of pre-registration. Likewise, readers and reviewers must take
the time to critically compare a study to what is planned in its accompanying pre-registration, requiring the
development of new norms for consuming research.

Furthermore, while it is our hope that pre-registration for predictive modeling will curb data-dependent
decision making and test set leakage, there are many other aspects to designing a good study that pre-
registration does not directly address. For instance, one can pre-register a predictive model that optimizes
a metric which is a poor proxy for success in a real-world deployment, or evaluates performance on an
unrepresentative data set. Such concerns are reminscent of critiques of pre-registration in explanatory
modeling as often irrelevant to larger problems of weak theory (Szollosi et al., 2020} [Szollosi and Donkin,
2021). There are also broader issues about generalizability (Johnson et al., [2018; Recht et al., [2018, 2019;
Singh et al.;|2022; [Yarkoni),2022)) that pre-registration does not necessarily address. One reason that even pre-
registered results may fail to generalize is due to distribution shift in covariates, targets, or the relationship
between them (Quinonero-Candela et al., 2008). Whenever the training and test data are drawn from
different distributions, making reliable statements about test set performance can be challenging. Such
failures are difficult to detect in studies that utilize synthetic train/validate/test splits of pre-defined datasets,
but are commonly encountered when deploying models, as the (social) world is highly contextual and non-
stationary (Lazer et al.,2014). This is coupled to issues about the robustness of findings, where loose verbal
assertions imply that methods will produce similar results under new conditions when this is not actually the
case. For example, too easily equating good performance on a benchmark with human-like mastery of a task
(e.g., “reading comprehension,” “object recognition”) threatens the validity of claims about performance
outside of the specific dataset used to compute the performance statistics (Liao et al., [2021; [Lipton and
Steinhardt), [2019; Recht et al., [2019)).

Separately, there is the issue of publication bias, or the “file drawer problem” (Rosenthal, [1979)), where
negative or null results may not be shared or published as widely as positive ones. It is, of course, possible that
many pre-registered studies might never be published. Registered reports, which incorporate pre-registration
into the peer review process, are a proposed solution to this issue (Chambers, [2013; Nosek and Lakens|, |2014)).

It is important that both authors and readers recognize these limitations, so that pre-registration does
not become a potentially unreliable signal for scientific rigor or motivate researchers or readers to think less
carefully about other aspects of a study. Unthinking reliance on heuristics is both a cause of problematic
scientific studies and a risk of proposing new solutions. On the contrary, pre-registration should encourage
more (rather than less) critical thinking when designing and evaluating studies.

We think that pre-registration for predictive modeling is best seen as a tool for stimulating greater
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foresight and helping authors to distinguish between planned and unplanned analyses, rather than an ironclad
solution to broad issues in the field. The challenges pre-registration may help with are diverse: issues
of cherry-picking comparisons to support a foregone conclusion, for example, are different from issues of
leakage. More broadly, the distinction between exploratory and confirmatory research is often blurry for
good reason (Szollosi et al., [2020). Blanket arguments that data re-use is always bad misrepresent the
nuance that often characterizes statistical modeling, where the answer about whether knowledge of data is
harmful to inference is often “it depends” (Devezer et al.,|2020). That said, valid test performance statistics
are central to many applications of predictive modeling (e.g., reducing leakage, multiple accesses to test sets,
and over-tuning of model hyperparameters), such that some of the potential benefits of pre-registration are
hard to dispute.

6.2 Related Work

Our work contributes to a broader landscape of reform procedures that have been proposed to improve the
reproducibility of research that relies on predictive modeling. Perhaps most common have been proposed
reporting guidelines and consensus-based checklists for authors to follow, including general ML reporting
guidelines for data (Gebru et al., |2021; Rogers et al., [2021) and models (Mitchell et al., [2019), ML repro-
ducibilty checklists (Gundersen et al., 2018} |Pineau et al., |2021)), and other reporting advice for eliminating
current confounds, such as reporting validation performance as a function of computation budget (Dodge
et all 2019). Other checklists are tailored to certain domains, such as CLAIMS for medical imaging-based
research (Mongan et al., |2020) and REFORMS (Kapoor et all [2023) for research that uses ML model
performance to make scientific claims, excluding ML methods research. These methods aim to improve
reproducibility through more transparent reporting. In contrast to pre-registration, these approaches do not
necessarily aim to change how researchers plan or conduct their research.

Researchers have also proposed specific changes to evaluation procedures, such as using random train-test
splits across experiments (Gorman and Bedrick, [2019), doing proper power analysis (Card et al., 2020), and
conducting a coordinated evaluation of algorithms for reinforcement learning (Khetarpal et al.||2018]), to name
a few. Such procedures are intended to produce more robust evaluation results, but address methodological
weaknesses that are orthogonal to the types of data-dependent decisions that pre-registration aims to reduce.

Closer to our goals, pre-registration workshops were hosted at NeurIPS 2020 (Bengio et al., [2020) and
2021 Pre-registration workshops (Albanie et al., 2021)). However, these workshops defined pre-registration as
“reviewing and accepting a paper before experiments are conducted,” thus interpreting the concept as what
has more widely been termed a registered report (Chambers, 2013; |(Chambers et al.; 2015; [Chambers and
Tzavella, 2022)). In a registered report, authors propose an idea but wait until the proposal is designated
as involving a worthwhile research question via peer review to run the experiments and report the results.
Registered reports are thus harder to implement in practice, as teams of qualified reviewers must be found. In
contrast, pre-registration operates independently of the peer review system, allowing authors to time-stamp
a record of the planned analysis prior to the conduct of the research, which they can later make public. So
long as a third party is willing to time-stamp a document, pre-registration is feasible regardless of available
reviewer pools.
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Appendix A

Recruitment message

Email
Subject: Request to participate in a user study - Evaluating Protocols for Reducing Bias
and Overfitting in Statistical Modeling

Hi,

‘We are reaching out to you based on your experience developing predictive models. We
are researchers at Northwestern University who are interested in how pre-specification of
modeling goals and methods can help prevent overfitting in statistical modeling.

We are currently conducting a research study (IRB #STU00219262) to understand how a
particular protocol for predictive modeling affects practice. The user study will consist of a 1 to
1.5 hour long online interview where we will ask you to 1) specify goals in developing a
predictive model for a dataset we provide, 2) train, validate, and test the model, specifying
further methodological choices prior to the test phase, and 3) answer some open-ended questions
about your experience. We will provide an $85 gift card to compensate your time.

To participate, you should have experience doing predictive modeling in a researcher or
data scientist capacity, such as having a role where you regularly apply predictive modeling like

ML as part of your job.

If you are interested, please reply this email describing your relevant prior experience.
Please also indicate some chunks of time during which you are available to participate.

Thanks,
Jessica Hullman

Study PI and Ginni Rometty Associate Professor of Computer Science
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Pre-Session Instructions

Below, we describe the learning task that you will focus on in this study, including the prediction
task and dataset.

Prior to your scheduled session, please read through the descriptions of the prediction task and
dataset in this document and consider how you might approach the prediction task.

To help you brainstorm, we provide links to inspect variables in the dataset and an attached file
containing a “corrupted” version of the dataset. You can use this dataset to explore feature
distributions on an individual basis.

You may, for instance, use this data to plot summaries of individual features or the outcome, if
that is part of your usual process prior to learning. Keep in mind that the dataset is corrupted in
that all of the feature values for each feature and the outcome are present, but the values for
each have been shuffled independently.

As you familiarize yourself with the dataset and prediction task, you may record any ideas for
modeling that you have to bring to the session if you want. However, this is not required.

Note: It is important that you do NOT consult outside resources about predictive modeling of this
particular dataset. Copying someone else’s approach will invalidate the results of this study.
Please approach the problem instead as if it is a unique prediction problem and dataset
available only to you.

Prediction task

Using data from a large survey of high schoolers, you will predict depression in teens. You
should approach this task as a classic machine learning prediction problem, where you are
given data to use in training and validating your model, and you will measure the success of
your fitted model by computing performance metrics on test data. It is up to you how you define
the outcome variable you will use to capture depression and how you design the features. You
will be able to transform and filter the data as you see fit given the prediction task.

Modeling Environment

We will provide a Google Colab notebook with the dataset, the necessary Python
libraries/modules, all questions that should be answered by the participants, and code cells that
should be filled in by the participants with their code for exploratory data analysis, as well as
training, validating, and testing their machine learning model/s.
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Dataset You will use the Monitoring the Future 2016 survey results dataset for learning. This data
represents the 26th annual survey in a series of surveys designed to explore changes in important
values, behaviors, and lifestyle orientations of contemporary American youth. A sample of 12th
grade students in the United States are randomly assigned to complete one of six questionnaires,
each with a different subset of topical questions, but all containing a set of "core" questions on
demographics and drug use.

The original dataset contains about 1,400 variables. You will work with a subset of the data adapted
by Orben and Przybylski (2019) consisting of predictors and outcomes described below.

Outcome variables

The table below presents response items that you can use as outcome variable:

Variable id Description Response
v7302 Taking all things together, 3="Very happy" 2="Pretty happy"
(happy_these_days) | how would you say things 1="Not too happy"

are these days — would you

say you’re very happy, pretty

happy, or not too happy

these days?
v8502rev Life often seems 1="Disagree" 2="Mostly Disagree"
(life_is_meaningless) | meaningless 3="Neither" 4="Mostly Agree"

5="Agree"

v8505 (enjoy_life) | enjoy life as much as 1="Disagree" 2="Mostly Disagree"

anyone 3="Neither" 4="Mostly Agree" 5="Agree"
v8509rev The future often seems 1="Disagree" 2="Mostly Disagree"
(future_is_hopeless) | hopeless 3="Neither" 4="Mostly Agree" 5="Agree"
v8514 It feels good to be alive 1="Disagree" 2="Mostly Disagree"
(good_to_be_alive) 3="Neither" 4="Mostly Agree" 5="Agree"
v8504 | feel | am a person of worth, | 1="Disagree" 2="Mostly Disagree"
(person_of worth) on an equal plane with 3="Neither" 4="Mostly Agree" 5="Agree"

others
v8501 | take a positive attitude 1="Disagree" 2="Mostly Disagree"
(positive_attitude_tow | toward myself 3="Neither" 4="Mostly Agree" 5="Agree"
ards_self)
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v8508
(do_well_as_most_ot
hers)

| am able to do things as
well as most other people

1="Disagree" 2="Mostly Disagree"
3="Neither" 4="Mostly Agree" 5="Agree"

v8512
(not_much_to_be_pr
oud_of)

| feel | do not have much to
be proud of

1="Disagree" 2="Mostly Disagree"
3="Neither" 4="Mostly Agree" 5="Agree"

v8503rev
(satisfied_with_mysel

f)

On the whole, I'm satisfied
with myself

1="Disagree" 2="Mostly Disagree"
3="Neither" 4="Mostly Agree"
5="Agree"

v8511rev
(can\'t_do_anything_r
ight)

| feel that | can't do anything
right

1="Disagree" 2="Mostly Disagree"
3="Neither" 4="Mostly Agree" 5="Agree"

v8513rev
(life_not_useful)

| feel that my life is not very
useful

1="Disagree" 2="Mostly Disagree"
3="Neither" 4="Mostly Agree" 5="Agree"

Predictors

Variable id

Description

Response

v7326 (tv_weekday)

How much TV do you estimate
you watch on an average
WEEKEND (both Saturday
and Sunday combined)?

1="None" 2="Less than 1 hour"
3="1-2 hours" 4="3-4 hours" 5="5-6
hours" 6="7-8 hours" 7="9 hours or
more"

v7325 (tv_weekend)

How much TV do you estimate
you watch on an average
WEEKDAY?

1="None" 2="Half-hour or less"
3="About one hour" 4="About two
hours" 5="About three hours"
6="About four hours" 7="Five hours
or more"

v7381
(internet_for_news)

How often do you use each of
the following to get information
about news and current events?
The Internet

5="Almost every day" 4="At least
once a week" 3="Once or twice a
month" 2="A few times a year"
1="Never"

V7552
(social_media_use)

How often do you do each of
the following? Visit social
networking websites (like
Facebook)

5="Almost every day" 4="At least
once a week" 3="Once or twice a
month" 2="A few times a year"
1="Never"
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Tech (tech)

Average of the
aforementioned variables
("v7326", "v7325", "v7381",
"v7552")

MIN=1, MAX=6

v8526 (breakfast)

How often do you . . . eat
breakfast?

1="Never" 2="Seldom"
3="Sometimes" 4="Most Days"
5="Nearly Every Day" 6="Every Day"

v8530 (sleep)

How often do you . . . get at
least seven hours of sleep?

1="Never" 2="Seldom"
3="Sometimes" 4="Most Days"
5="Nearly Every Day" 6="Every Day"

v8528 (eat_fruit)

How often do you . . . eat at
least some fruit?

1="Never" 2="Seldom"
3="Sometimes" 4="Most Days"
5="Nearly Every Day" 6="Every

v8527
(eat_vegetables)

How often do you . . . eat at
least some green vegetables?

1="Never" 2="Seldom"
3="Sometimes" 4="Most Days"
5="Nearly Every Day" 6="Every Day"

v7588 (listen_music)

How many hours do you
estimate that you spend
listening to music on an
average DAY?

1="None" 2="Half-hour or less"
3="About one hour" 4="About two
hours" 5="About three hours"
6="About four hours" 7="Five hours
or more"

v7219
(religious_service)

The next three questions are
about religion. How often do
you attend religious services?

1="Never" 2="Rarely" 3="Once or
twice a month" 4="About once a
week or more"

v7309 (go_to_movies)

The next questions ask about
the kinds of things you might

do. How often do you do each
of the following? Go to movies

5="Almost every day" 4="At least
once a week" 3="Once or twice a
month" 2="A few times a year"
1="Never"

v7327
(homework_time)

About how many hours do you
spend in an average week on
all of your homework including
both in school and out of
school?

1="0 hours" 2="1-4 hours" 3="5-9
hours" 4="10-14 hours" 5="15-19
hours" 6="20-24 hours" 7="25 or
more hours"

v7109 (drink_alc)

On how many occasions (if any)
have you been drunk or very
high from drinking alcoholic
beverages . . . in your lifetime?

1="0 Occasions" [includes
respondents who reported nonuse
above] 2="1-2 Occasions" 3="3-5
Occasions" 4="6-9 Occasions"
5="10-19 Occasions" 6="20-39
Occasions" 7="40 or More"

v7101 (cigarettes)

The following questions are
about cigarette smoking. Have
you ever smoked cigarettes?

1="Never--GO TO QUESTION 4"
2="0Once or twice" 3="Occasionally
but not regularly" 4="Regularly in the
past" 5="Regularly now"
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v7113 (marijuana)

On how many occasions (if any)
have you used marijuana
(weed, pot) or hashish (hash,
hash oil) . . . during the last 12
months?

1="0 Occasions" 2="1-2 Occasions"
3="3-5 Occasions" 4="6-9
Occasions" 5="10-19 Occasions"
6="20-39 Occasions" 7="40 or More"

v8516 (fight)

During the LAST 12 MONTHS,
how often have you . . . gotten
into a serious fight in school or
at work?

1="Not At All" 2="Once" 3="Twice"
4="3 or 4 Times" 5="5 or More
Times"

v1070 (race_recoded)

How do you describe yourself?
(Select one or more responses.)

1="Black or African American" ,
2="White (Caucasian)", 3=Hispanic
("Mexican..." or "Cuban..." or "Puerto
Rican" or "Other Hispanic...")

v7208
(brothers_and_sisters)

Which of the following people
live in the same household with
you? (Mark all that apply.)

0="UNMARKED" 1="MARKED"
Other alternatives --"Grandparent(s),"
"Other relative(s)," Non-relative(s), "l
live alone" -- have been deleted for
reasons of confidentiality

v7216 (mother_edu)

What is the highest level of
schooling your mother
completed?

1="Completed grade school or less"
2="Some high school" 3="Completed
high school" 4="Some college"
5="Completed college" 6="Graduate
or professional school after college"
7="Don't know, or does not apply"

v7217 (mothers_job)

Does your mother have a paid
job?

1="No" 2="Yes, part-time job" 3="Yes,
full-time job"

v7329 (enjoy_school)

Now thinking back over the past
year in school, how often did
you . . . enjoy being in school?

1="Never" 2="Seldom"
3="Sometimes" 4="0ften" 5="Almost
always"

V7221
(predicted_grades)

The next questions are about
your experiences in school.
Which one of the following best
describes your average grade
in this school year?

9="A (93-100)" 8="A- (90-92) 7="B+
(87-89)" 6="B (83-86)" 5="B- (80-82)"
4="C+ (77-79)" 3="C (73-76)" 2="C-
(70-72)" 1="D (69 or below)"

V7254
(talk_with_parents)

If you were having problems in
your life, do you think you would
talk them over with one or both
of your parents?

3="Yes, for most or all problems"
2="Yes, for at least some of my
problems" 1="No"

To familiarize yourself with the variables, you can also view summary information online. Navigate to
https://www.icpsr.umich.edu/web/NAHDAP/series/35/variables, and select from the list of variables.
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For example, the page for V1645 looks like this:

V1645: 001A006E:SAT EDUC EXPRNC

Question: The next questions ask how satisfied or dissatisfied you are with several aspects of your ife. For each question, mark the circle that
shows best how you feel. If you are neutral about something, or are just as satisfied as you are dissatisfied, mark the middle answer. How satisfied
are you with ... Your educational experiences?

Unweighted

Value Label Frequency %

1 COMP DIS:(1) 13 5.0%

2 - 82 37%

3 - 159 7.1%

4 NEUTRAL:(4) 457 20.4%

5 - 480 21.4%

6 - 560 25.0%

7 COMP SAT(7) 367 16.4%
Missing Values

9 Missing 24 11%
Total 2242 100%

Based upon 2218 valid cases out of 2242 total cases.
Summary Statistics

« mode: 6.00

« median: 5.00

« minimum: 1.00

« maximum: 7.00

« mean: 4.92

« standard deviation: 1.60

Variable Type: numeric

(Ranae of) Missina Values:-9

References

Original dataset citation: Johnston, Lloyd D., Bachman, Jerald G., and O’Malley, Patrick M.
Monitoring the Future: A Continuing Study of American Youth (12th-Grade Survey), 2000.
Inter-university Consortium for Political and Social Research [distributor], 2006-05-15.
https://doi.org/10.3886/ICPSR03184.v2

Adaption: Orben, A., & Przybylski, A. K. (2019). The association between adolescent well-being and
digital technology use. Nature human behaviour, 3(2), 173-182.
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Appendix B
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Figure B.1: The Google Colab code template given to each participant during the main experimental phase.

Appendix C

Outcome distributions for measures

Red bars = missing values, blue bars = responses
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Figure C.1: Missing values (red) and distributions (blue) of the 12 different dependent variables.
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Figure C.3: Correlation matrix showing the correlations between all features only if higher than +0.3.
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Appendix D

Table D.1: The registered processes that were followed and each participant’s results. The asterisk (*)

indicates that this paper’s authors later evaluated how well the model predicts the 20% held-out test
based on each participant’s preferred performance metrics.

Description P1 P2 P3 P4 P5 P&
tv_weekday
tv_weekday tviweeken‘é
tv_weokend tv_weekday internet_for_news
internet_for_news h tv_weekday Kkend ial d
social_media_use ‘ei' tv_weekend . Iv,we;e on social ,meh\a,use
oreakast iy inermet_or_news cocil media. ues brcakiast
sleep . - social_media_use - -
tv_weekend y listen_music € tech sleep
breakfast eat fuit religious_service eat_fruit sleep eat_frit
eat_vegetables L listen_music -
sleep listen. music go_to_movies religious. service eat_fruit eat_vegetables
eat_fruit . homework_time gious..; eat_vegetables listen_music
eat_vegetables religious_service drink_alc go_to_movies religious_service religious_service
. go_to_movies — homework_time o —
E religious_service cigarettes Y go_to_movies go_to_movies
eatures : homework_time i drink_alc . "
drink_alc marijuana " drink_alc homework_time
y drink_alc cigarettes .
cigarettes " race_recorded " cigarettes drink_alc
y cigarettes marijuana - "
fight " brothers_and_sister ded marijuana cigarettes
enjoy_school marjuana s race_recorce fight marijuana
M fight brothers_and_sisters : :
EDA& predicted_grades race. recorded mother_edu mother _edu brothers_and_sisters fight
i mother_edu 10y enjoy_school . - I
processing - predicted_grades 1o enjoy_school mother_edu
mothers.job talk_with_parents predicted_grades redicted_grades mothers_job
enjoy_school With_p: talk_with_parents P ted_g "y
redicted_grades talk_with_parents enjoy_school
p! ¢ predicted_grades
talk_with_parents talk_with_parents
Outcome life_is_meaningless happy_these_days happy_these_days good_to_be_alive sansl(\?fis,ysngjfr’?yse\l good_to_be_alive
NAs - mode (features)
Filtering NAs - 0s (features) NAs - 0s (fight) NAs > Os (features) ~ NAs -> mean (features) NAs > 0s (features) NAs - mean (features)
NAs > drop (outcome) NAs > drop NAs > 4s NAs > drop NAs - drop (outcome) NAs > drop (outcome)
Scaling - MinMaxScaler() - () Mir ) -
Train/Val Split - 90/10 (%) 80/20 (%) - - -
accuracy (acc)
accuracy (acc) precision (prec) accuracy (acc)
mean squared error (MSE) precision (prec)
Metric(s) Accuracy (acc) accuracy f1-score (f1) recall (rec)
r-squared (R?) y recall (rec)
confusion matrix (cm) f1-score (f1) f1-score (1)
confusion matrix (cm)
Model multi-layer perceptron gradient boosting CatBoost support vector machine logistic regression decision tree
hidden_layer_sizes: n_estimators: 20 iterations: 100
Model (24, 120, 1200, 120, learning_rate: 0.1 learning_rate: 0.01 mma: ‘auto’
Selection Hyperparameters 12) max_features: 2 depth: 10 class :ve\ :('_ Z:E\nced' Max_iter: 1000 defaults
& Training alpha: 0.00001 max_depth: 2 loss_function: -weight:
random_state: 1 random_state: 0 ‘MultiClass'
Cross-validation - - - - 10-fold 10-fold
~70% (val acc)
" : =44% (mean of 10 folds val acc)
=54% (train acc) =68% (weighted val prec) =/ 4%" ((mean of 10 folds val prec))
Pre-Test %91% (train acc) Unfinished ~64% (val acc) =56% (weighted train 1) <70% (weighted val rec) L RIE T FEoC
. raw values (train cm) ~65% (weighted val f1) iy
Predictive =44% (mean of 10 folds val f1)
Performance raw values (val cm)
~71% (acc)” ~44% (acc)*”

Testing (20%)

=34% (acc)

=~0.07 (MSE; Outcome: [0-1])*
~11% (R)*

~64% (acc)

~40% (aco)*
=44% (weighted f1)*

~69% (weighted prec)*
=71% (weighted rec)*
=66% (weighted 1)*

~44% (micro prec)*
=~44% (micro rec)*
44% (micro 1)*
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