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“... applies social sciences techniques, including
algorithmic game theory, economics, network analysis,
psychology, ethnography, and mechanism design, to
online situations.”
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biogeographic patterns. Their study, too, is

centered on a large database, but in this case it

is entirely of living organisms, the marine

bivalves. Over 28,000 records of bivalve gen-

era and subgenera from 322 locations around

the world have now been compiled by these

authors, giving a global record of some 854

genera and subgenera and 5132 species. No

fossils are included in the database, but

because bivalves have a good fossil record, it is

possible to estimate accurately the age of ori-

gin of almost all extant genera. It is then possi-

ble to plot a backward survivorship curve (8)

for each of the 27 global bivalve provinces (9). 

On the basis of these curves, Krug et al. find

that origination rates of marine bivalves in-

creased significantly almost everywhere im-

mediately after the K-Pg mass extinction event.

The highest K-Pg origination rates all occurred

in tropical and warm-temperate regions. A dis-

tinct pulse of bivalve diversification in the early

Cenozoic was concentrated mainly in tropical

and subtropical regions (see the figure). 

The steepest part of the global backward

survivorship curve for bivalves lies between 65

and 50 million years ago, pointing to a major

biodiversification event in the Paleogene (65 to

23 million years ago) that is perhaps not yet

captured in Alroy et al.’s database (5, 7). The

jury is still out on what may have caused this

event. But we should not lose sight of the fact

that the steep rise to prominence of many mod-

ern floral and faunal groups in the Cenozoic

may bear no simple relationship to climate or

any other type of environmental change (10, 11).
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PERSPECTIVES

W
e live life in the network. We check

our e-mails regularly, make mobile

phone calls from almost any loca-

tion, swipe transit cards to use public trans-

portation, and make purchases with credit

cards. Our movements in public places may be

captured by video cameras, and our medical

records stored as digital files. We may post blog

entries accessible to anyone, or maintain friend-

ships through online social networks. Each of

these transactions leaves digital traces that can

be compiled into comprehensive pictures of

both individual and group behavior, with the

potential to transform our understanding of our

lives, organizations, and societies. 

The capacity to collect and analyze massive

amounts of data has transformed such fields as

biology and physics. But the emergence of a

data-driven “computational social science” has

been much slower. Leading journals in eco-

nomics, sociology, and political science show

little evidence of this field. But computational

social science is occurring—in Internet compa-

nies such as Google and Yahoo, and in govern-

ment agencies such as the U.S. National Secur-

ity Agency. Computational social science could

become the exclusive domain of private com-

panies and government agencies. Alternatively,

there might emerge a privileged set of aca-

demic researchers presiding over private data

from which they produce papers that cannot be

critiqued or replicated. Neither scenario will

serve the long-term public interest of accumu-

lating, verifying, and disseminating knowledge.

What value might a computational social

science—based in an open academic environ-

ment—offer society, by enhancing understand-

ing of individuals and collectives? What are the

A field is emerging that leverages the 

capacity to collect and analyze data at a 

scale that may reveal patterns of individual

and group behaviors.
Computational Social Science
David Lazer,1 Alex Pentland,2 Lada Adamic,3 Sinan Aral,2,4 Albert-László Barabási,5

Devon Brewer,6 Nicholas Christakis,1 Noshir Contractor,7 James Fowler,8 Myron Gutmann,3

Tony Jebara,9 Gary King,1 Michael Macy,10 Deb Roy,2 Marshall Van Alstyne2,11

SOCIAL SCIENCE

1Harvard University, Cambridge, MA, USA. 2Massachusetts
Institute of Technology, Cambridge, MA, USA. 3University
of Michigan, Ann Arbor, MI, USA. 4New York University,
New York, NY, USA. 5Northeastern University, Boston, MA,
USA. 6Interdisciplinary Scientific Research, Seattle, WA,
USA. 7Northwestern University, Evanston, IL, USA.
8University of California–San Diego, La Jolla, CA, USA.
9Columbia University, New York, NY, USA 10Cornell
University, Ithaca, NY, USA. 11Boston University, Boston,
MA, USA. E-mail: david_lazer@harvard.edu. Complete
affiliations are listed in the supporting online material. 

Data from the blogosphere. Shown is a link structure within a community of political blogs (from 2004),
where red nodes indicate conservative blogs, and blue liberal. Orange links go from liberal to conservative,
and purple ones from conservative to liberal. The size of each blog reflects the number of other blogs that
link to it. [Reproduced from (8) with permission from the Association for Computing Machinery]

Published by AAAS

“... a computational social science is emerging that
leverages the capacity to collect and analyze data with an
unprecedented breadth and depth and scale ...”

http://sciencemag.org/content/323/5915/721

Jake Hofman (hofman@yahoo-inc.com) Learning from Web Activity ICSA, 2011.06.27 4 / 39

http://sciencemag.org/content/323/5915/721


biogeographic patterns. Their study, too, is

centered on a large database, but in this case it

is entirely of living organisms, the marine

bivalves. Over 28,000 records of bivalve gen-

era and subgenera from 322 locations around

the world have now been compiled by these

authors, giving a global record of some 854

genera and subgenera and 5132 species. No

fossils are included in the database, but

because bivalves have a good fossil record, it is

possible to estimate accurately the age of ori-

gin of almost all extant genera. It is then possi-

ble to plot a backward survivorship curve (8)

for each of the 27 global bivalve provinces (9). 

On the basis of these curves, Krug et al. find

that origination rates of marine bivalves in-

creased significantly almost everywhere im-

mediately after the K-Pg mass extinction event.

The highest K-Pg origination rates all occurred

in tropical and warm-temperate regions. A dis-

tinct pulse of bivalve diversification in the early

Cenozoic was concentrated mainly in tropical

and subtropical regions (see the figure). 

The steepest part of the global backward

survivorship curve for bivalves lies between 65

and 50 million years ago, pointing to a major

biodiversification event in the Paleogene (65 to

23 million years ago) that is perhaps not yet

captured in Alroy et al.’s database (5, 7). The

jury is still out on what may have caused this

event. But we should not lose sight of the fact

that the steep rise to prominence of many mod-

ern floral and faunal groups in the Cenozoic

may bear no simple relationship to climate or

any other type of environmental change (10, 11).

References
1. G. G. Mittelbach et al., Ecol. Lett. 10, 315 (2007).
2. A. Z. Krug, D. Jablonski, J. W. Valentine, Science 323, 767

(2009).
3. P. W. Signor, Annu. Rev. Ecol. Syst. 21, 509 (1990).
4. R. K. Bambach, Geobios 32, 131 (1999).
5. J. Alroy et al., Proc. Natl. Acad. Sci. U.S.A. 98, 6261 (2001).
6. A.M. Bush et al., Paleobiology 30, 666 (2004).
7. J. Alroy et al., Science 321, 97 (2008).
8. M. Foote, in Evolutionary Patterns, J. B. C. Jackson et al.,

Eds. (Univ. of Chicago Press, Chicago, IL, 2001), vol. 245,
pp. 245–295.

9. M. D. Spalding et al., Bioscience 57, 573 (2007).
10. S. M. Stanley, Paleobiology 33, 1 (2007).
11. M. J. Benton, B. C. Emerson, Palaeontology 50, 23 (2007).

10.1126/science.1169410

www.sciencemag.org SCIENCE VOL 323 6 FEBRUARY 2009 721

PERSPECTIVES

W
e live life in the network. We check

our e-mails regularly, make mobile

phone calls from almost any loca-

tion, swipe transit cards to use public trans-

portation, and make purchases with credit

cards. Our movements in public places may be

captured by video cameras, and our medical

records stored as digital files. We may post blog

entries accessible to anyone, or maintain friend-

ships through online social networks. Each of

these transactions leaves digital traces that can

be compiled into comprehensive pictures of

both individual and group behavior, with the

potential to transform our understanding of our

lives, organizations, and societies. 

The capacity to collect and analyze massive

amounts of data has transformed such fields as

biology and physics. But the emergence of a

data-driven “computational social science” has

been much slower. Leading journals in eco-

nomics, sociology, and political science show

little evidence of this field. But computational

social science is occurring—in Internet compa-

nies such as Google and Yahoo, and in govern-

ment agencies such as the U.S. National Secur-

ity Agency. Computational social science could

become the exclusive domain of private com-

panies and government agencies. Alternatively,

there might emerge a privileged set of aca-

demic researchers presiding over private data

from which they produce papers that cannot be

critiqued or replicated. Neither scenario will

serve the long-term public interest of accumu-

lating, verifying, and disseminating knowledge.

What value might a computational social

science—based in an open academic environ-

ment—offer society, by enhancing understand-

ing of individuals and collectives? What are the

A field is emerging that leverages the 

capacity to collect and analyze data at a 

scale that may reveal patterns of individual

and group behaviors.
Computational Social Science
David Lazer,1 Alex Pentland,2 Lada Adamic,3 Sinan Aral,2,4 Albert-László Barabási,5

Devon Brewer,6 Nicholas Christakis,1 Noshir Contractor,7 James Fowler,8 Myron Gutmann,3

Tony Jebara,9 Gary King,1 Michael Macy,10 Deb Roy,2 Marshall Van Alstyne2,11

SOCIAL SCIENCE

1Harvard University, Cambridge, MA, USA. 2Massachusetts
Institute of Technology, Cambridge, MA, USA. 3University
of Michigan, Ann Arbor, MI, USA. 4New York University,
New York, NY, USA. 5Northeastern University, Boston, MA,
USA. 6Interdisciplinary Scientific Research, Seattle, WA,
USA. 7Northwestern University, Evanston, IL, USA.
8University of California–San Diego, La Jolla, CA, USA.
9Columbia University, New York, NY, USA 10Cornell
University, Ithaca, NY, USA. 11Boston University, Boston,
MA, USA. E-mail: david_lazer@harvard.edu. Complete
affiliations are listed in the supporting online material. 

Data from the blogosphere. Shown is a link structure within a community of political blogs (from 2004),
where red nodes indicate conservative blogs, and blue liberal. Orange links go from liberal to conservative,
and purple ones from conservative to liberal. The size of each blog reflects the number of other blogs that
link to it. [Reproduced from (8) with permission from the Association for Computing Machinery]

Published by AAAS

“... shares with other nascent interdisciplinary fields
(e.g., sustainability science) the need to develop a
paradigm for training new scholars ...”
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The clean real story

“We have a habit in writing articles published in
scientific journals to make the work as finished as
possible, to cover all the tracks, to not worry about the
blind alleys or to describe how you had the wrong idea
first, and so on. So there isn’t any place to publish, in
a dignified manner, what you actually did in order to
get to do the work ...”

-Richard Feynman
Nobel Lecture1, 1965

1http://bit.ly/feynmannobel
Jake Hofman (hofman@yahoo-inc.com) Learning from Web Activity ICSA, 2011.06.27 5 / 39

http://bit.ly/feynmannobel


Outline

• The clean story

• The real story

• Lessons learned
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Demographic diversity on the Web
with Irmak Sirer and Sharad Goel

The clean story
(covering our tracks)
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Motivation

Previous work is largely survey-based and focuses and group-level
differences in online access
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Motivation

“As of January 1997, we estimate that 5.2 million
African Americans and 40.8 million whites have ever used
the Web, and that 1.4 million African Americans and
20.3 million whites used the Web in the past week.”

-Hoffman & Novak (1998)
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Motivation

Chang, et. al., ICWSM (2010)
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Motivation

Focus on activity instead of access

How diverse is the Web?

To what extent do online experiences vary across demographic
groups?
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Data

• Representative sample of 265,000 individuals in the US, paid
via the Nielsen MegaPanel2

• Log of anonymized, complete browsing activity from June
2009 through May 2010 (URLs viewed, timestamps, etc.)

• Detailed individual and household demographic information
(age, education, income, race, sex, etc.)

2Special thanks to Mainak Mazumdar
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Data

• Transform all demographic attributes to binary variables
e.g., Age → Over/Under 25, Race → White/Non-White,
Sex → Female/Male

• Normalize pageviews to at most three domain levels, sans www

e.g. www.yahoo.com → yahoo.com,
us.mg2.mail.yahoo.com/neo/launch → mail.yahoo.com

• Restrict to top 100k (out of 9M+ total) most popular sites
(by unique visitors)

• Aggregate activity at the site, group, and user levels

Jake Hofman (hofman@yahoo-inc.com) Learning from Web Activity ICSA, 2011.06.27 12 / 39
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Site-level skew

How diverse are site audiences?

• For each site and attribute,
calculate the skew in visitors
(e.g., 93% of pageviews on
foxnews.com are by White
users)

• For each attribute, plot the
distribution of visitor skew
across all sites

Proportion White Visitors
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Site-level skew

Proportion Female Visitors
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Site-level skew

Many sites have skew close the overall mean, but there also
popular, highly-skewed sites

Greater Than 90% Less Than 10%

Female
youravon.com

collectionsetc.com

coveritlive.com

needlive.com

White
foxnews.com

wunderground.com

blackplanet.com

mediatakeout.com

College Educated
news.google.com

nytimes.com

slumz.boxden.com

sythe.com

Over 25 Years Old
mail.yahoo.com

apps.facebook.com

nanowrimo.org

cbox.ws

Household Income
Under $50,000

scarleteen.com

boards.adultswim.com

opentable.com

marketwatch.com

Table 1: A selection of popular sites that are homogeneous along various demographic dimensions.
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Figure 4: Average daily per-capita pageviews by de-
mographic group. The solid line represents majority
groups and the dashed line represents minorities.

We first note that there are large group-level differences
in aggregate web browsing volume. For example, as shown
in Figure 4, while men on average generate 47 pageviews
per day, women generate 66 per day—40% more. Education
differences are less pronounced but still substantial, with
college educated adults generating approximately 15% more
pageviews (67 per day) than those who did not attend college
(59 per day). We do not see noticeable race difference, with
both Whites and non-Whites exhibiting approximately the
same per-capita usage.

To capture the subtleties of browsing behavior in more de-
tail, we move from examining aggregate volume to per-site
usage of the top fifty most popular domains—destinations
that in total account for approximately 45% of all web brows-
ing. Figure 5 plots the percent of time—on a log scale—that
each demographic group spends on these top domains. For
example, Facebook is by far the most frequented online des-
tination by both men (who spend 6% of their time there)
and by women (8%). As another example, adults, women,
Whites, college educated users, and relatively wealthy indi-
viduals all spend significantly less—sometimes less than half
as much—of their time on YouTube than their demographic
counterparts.

These results illustrate two broad points. First, all de-
mographic groups spend a large fraction (over 30%) of their
time on portals such as Yahoo!, services such as Google,
and social networking sites such as Facebook. Second, as is

visually apparent from Figure 5, there are significant differ-
ences in how groups distribute their time on the web. These
differences—which, as mentioned above, hold for highly fre-
quented sites such as Facebook and YouTube—are in some
cases even more pronounced for lower traffic sites. For in-
stance, the gaming site pogo.com accounts for less than 1%
of pageviews among both low and high income users, but
low income users spend almost twice as much of their time
there.

To further explore group-level differences in browsing be-
havior, we switch focus from the overall most popular sites
to the top sites visited by different demographic groups. For
example, looking at the top fifty sites visited by women and
men, we find that a substantial number of the top sites for
women (e.g., walmart.com) do not make the list for men;
conversely, many top sites for men (e.g., sports.yahoo.com
and finance.yahoo.com) are absent from the female top
fifty. To more precisely characterize the similarity between
the top female and top male sites, we compute the Jaccard
index between the two lists, finding that 61% of the top sites
make the lists for both groups.3 Repeating this analysis
along the other demographic dimensions—race, education,
age, and income—we observe comparable Jaccard similarity
(Figure 6). For example, there is 64% overlap in domains on
the top fifty White and non-White lists—with, for instance,
mapquest.com and the anime-themed site gaiaonline.com

appearing on only the White and non-White top fifty, re-
spectively. Thus, while we find substantial overlap among
the most frequented sites by different demographic groups,
we also observe reasonably large group-level variation.

6. INFERRING DEMOGRAPHICS FROM
WEB BROWSING HISTORIES

Though we have above noted substantial group-level dif-
ferences in browsing behavior, a question remains whether
such differences are observable at the level of individuals.
Here we explore this possibility in detail, examining the de-
gree to which demographics can be predicted by browsing
histories, the value of popular sites for predictive quality,
and the variation in performance across users.

For each of the five demographic dimensions—sex, age,
race, education, and household income—we formulate the
prediction task as binary classification (e.g., distinguishing

3The Jaccard index between two sets A and B is defined as
J(A, B) = |A ∩ B|/|A ∪ B|.
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Site-level skew

This skew persists even when we restrict attention to the top 10k
or 1k sites
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Sites vs. ZIPs

How do diversity of the online and offline worlds compare?
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As expected, neighborhoods are more gender-balanced than sites
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But sites typically have more racially diverse audiences than
neighborhoods have residents
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Group-level activity

How does browsing activity vary at the group level?
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Large differences exist even at the aggregate level
(e.g. women on average generate 40% more pageviews than men)
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Group-level activity

All groups spend more than a third of their time on a handful of
email, search, and social networking sites
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Group-level activity

But different groups distribute their time differently, both on
universally popular and on more niche sites
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Group-level activity

There is both reasonable overlap and variation amongst the most
popular sites within groups.

                               Jaccard Similarity

College/No College

White/Non−White

Under/Over $50,000
Household Income

Female/Male

Over/Under 25
Years Old

●

●

●

●

●

0.0 0.2 0.4 0.6 0.8 1.0
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Individual-level prediction

How well can one predict an individual’s demographics from their
browsing activity?

• Represent each user by the set of sites visited

• Fit linear models3 to predict majority/minority for each
attribute on 80% of users

• Tune model parameters using a 10% validation set

• Evaluate final performance on held-out 10% test set

3Using SVM-perf
Jake Hofman (hofman@yahoo-inc.com) Learning from Web Activity ICSA, 2011.06.27 22 / 39



Individual-level prediction

Reasonable (∼70-85%) accuracy and AUC across all attributes

College/No College

Under/Over $50,000
Household Income

White/Non−White

Female/Male

Over/Under 25
Years Old

AUC

●

●

●

●

●

.5 .6 .7 .8 .9 1

Accuracy

●

●

●

●

●

.5 .6 .7 .8 .9 1
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Individual-level prediction

Highly-weighted sites under the fitted models

Large positive weight Large negative weight

Female
winster.com

lancome-usa.com

sports.yahoo.com

espn.go.com

White
marlboro.com

cmt.com

mediatakeout.com

bet.com

College Educated
news.yahoo.com

linkedin.com

youtube.com

myspace.com

Over 25 Years Old
evite.com

classmates.com

addictinggames.com

youtube.com

Household Income
Under $50,000

eharmony.com

tracfone.com

rownine.com

matrixdirect.com

Table 2: A selection of the most predictive (i.e., most highly weighted) sites for each classification task.

College/No College

Under/Over $50,000
Household Income

White/Non−White

Female/Male

Over/Under 25
Years Old

AUC
!

!

!

!

!

.5 .6 .7 .8 .9 1

Accuracy
!

!

!

!

!

.5 .6 .7 .8 .9 1

Figure 7: Summary of model performance, indicated
by solid circles, for all demographic attributes. Pop-
ulation skew is given by x’s for comparison. Note
that higher AUC closely corresponds to lower Jac-
card similarity, as shown in Figure 6.

ear SVMs generate predictions of the form

ŷ(xi) = w · xi + b

where the predicted class is defined by the sign of ŷ(xi). To
guard against overfitting, SVMs seek the weight vector w
that maximally separates the positive and negative examples
in the training set. Specifically, SVMs optimize the loss
function

L(y, ŷ) = C
X

i

[1 − yiŷ(xi)]+ + ||w||2

where [x]+ = (|x|+x)/2 indicates the positive part, and C is
a tunable parameter that balances model fit against gener-
alization. Users are randomly divided into an 80% training
set on which models are fit, a 10% validation set used to
select the optimal parameter C for each demographic at-
tribute, and a 10% held-out test set on which we evaluate
and report final performance.

Figure 7 summarizes our results for all five classification
tasks. The right panel displays the accuracy of predictions,
showing reasonable performance across all demographic di-
mensions, with slightly higher accuracies for age, sex, and
race—80%, 76%, and 82%, respectively—than for education
and income—70% and 68%. To help put these numbers in
perspective, Figure 7 also includes the overall population
skew for each demographic attribute, indicated by x’s (e.g.,
57% of the online population is female, while 76% is com-
prised of adults).

Given the substantial demographic skew, we also present
AUC—or area under the ROC curve—in the left panel of

Figure 7, a measure that effectively re-normalizes the ma-
jority and minority classes to have equal size. Intuitively,
AUC is the probability that a model scores a randomly se-
lected positive example higher than a randomly selected neg-
ative one (e.g., the probability that the model correctly dis-
tinguishes between a randomly selected female and male).
Though an uninformative rule would correctly discriminate
between such pairs 50% of the time, predictions based on
browsing histories are relatively reliable, ranging from 74%
to 85%. Thus, whether we measure performance in terms of
accuracy or AUC, we find that browsing activity provides a
strong signal for inferring individual-level demographic at-
tributes.

A benefit of linear models is the interpretability of the
weight vector w. In Table 2, we report a sample of the most
predictive (i.e., largest positively and negatively weighted)
sites for each attribute. For example, visiting the popu-
lar cosmetics company lancome-usa.com strongly indicates
that a user is female, while visits to the sports sites sports.
yahoo.com or espn.go.com are highly predictive of being
male. Interestingly, and perhaps less apparent, the collab-
orative gaming community site winster.com is also among
the highest weighted female-predicitive sites; closer inspec-
tion reveals that the site was created by a northern Cal-
ifornia housewife as an alternative to gaming destinations
that cater to young males. Analogously, visits to Coun-
try Music Television (cmt.com) are a strong indicator of be-
ing White, while visits to Black Entertainment Television
(bet.com) are a strong non-White indicator. Though visits
to highly weighted sites provide strong cues, we note that
many such sites are frequented by a relatively small frac-
tion of the population. Thus, model performance is likely
enhanced by the many weak signals from visits to popular
but less discriminating sites.

We next examine whether demographic differences in on-
line activity—as measured by predictive quality—persist as
we restrict to increasingly popular sites. As shown in Figure
8, models fit on as few as the top 1,000 sites perform only
marginally worse than those fit on all 114,000 domains (far
right)—in other words, even on these top sites, demographic
differences are relatively large. For example, in predicting
sex using the top 1,000 sites, AUC decreases only four per-
centage points, from 75% to 71%. That visits to popular—
and relatively heterogenous—sites are quite informative is a
testament to the aggregate strength of weak signals.
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Individual-level prediction

Similar performance even when restricted to top 1k sites
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Individual-level prediction

Substantially better performance when restricted to “stereotypical”
users (∼80-90%)

Fraction of Users
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Individual-level prediction

Proof of concept browser demo

http://bit.ly/surfpreds
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Demographics diversity on the Web
with Irmak Sirer and Sharad Goel

The real story
(what we actually did)
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The real story

0. Got several hundred GBs of MegaPanel data from Nielsen4,
looked at a small sample

# ls -alh nielsen_megapanel.tar

-rw-r--r-- 100G Jul 17 13:00 nielsen_megapanel.tar

4Special thanks to Mainak Mazumdar
Jake Hofman (hofman@yahoo-inc.com) Learning from Web Activity ICSA, 2011.06.27 29 / 39



The real story

1. Discussed (many) possible projects

• Infer the number of individuals using the same browser or
behind the same ip?

• Determine number of actual uniques advertisers are receiving?

• Predict user demographics from a few minutes of browsing
activity for ad-targeting?
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The real story

2. Modeled real-valued age as a function of site visits

• Worked on this for an embarassingly long time

• Tried various options for cleaning and normalizing data
(100GB → ∼5GB)

• Investigated several methods for feature selection
(e.g., naive Bayes, mutual information, popularity)
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Hadoop + Pig (+ awk)
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The real story

3. Settled for classification of binary outcomes (e.g.
adult/non-adult)

• 265,000 users (examples) and 100,000 sites (features)

• Logistic regression in R, e.g.

model <- glm(is.adult ~ ., data=nielsen, family=binomial)

???
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The real story

3. Settled for classification of binary outcomes (e.g.
adult/non-adult)

ŷ(xi ) = w · xi + b

Support Vector Machine : L(y , ŷ) = C
∑

i [1− yi ŷ(xi )]+ + ||w ||2
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The real story

4. Investigated why classification worked reasonably well

• Generated descriptive statistics across all attributes at the site
and group levels

• Compared site statistics to ZIP code data from the US Census

• Compared time distribution across groups
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The real story

5. Realized that we now had one of the most comprehensive
studies available on demographic diversity of the web
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Conclusion
(lessons learned)
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Lessons learned

Data jeopardy

Regardless of scale, it’s difficult to find the right questions to ask
of the data
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Lessons learned

Rapid iteration

The ability to iterate quickly, asking and answering many
questions, is crucial

Jake Hofman (hofman@yahoo-inc.com) Learning from Web Activity ICSA, 2011.06.27 38 / 39



Lessons learned

Data cleaning

Cleaning and normalizing data is a substantial amount of the work
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Lessons learned

Modeling

Simple methods (e.g., linear models) work surprisingly well,
especially with lots of data
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Lessons learned

It’s easy to cover your tracks—things are often much more
complicated than they appear
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Thanks. Questions?

http://messymatters.com/webdemo

http://jakehofman.com

hofman@yahoo-inc.com
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